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Abstract. Inspired by Owings’s problem, we investigate whether, for a given an Abelian group G

and cardinal numbers κ, θ, every colouring c : G −→ θ yields a subset X ⊆ G with |X| = κ such

that X +X is monochromatic. (Owings’s problem asks this for G = Z, θ = 2 and κ = ℵ0; this is

known to be false for the same G and κ but θ = 3.) We completely settle the question for κ and θ

both finite (by obtaining sufficient and necessary conditions for a positive answer) and for κ and θ

both infinite (with a negative answer). Also, in the case where θ is infinite but κ is finite, we obtain

some sufficient conditions for a negative answer as well as an example with a positive answer.

1. Introduction

Let G be a commutative semigroup (additively denoted), and let κ, θ be two cardinal numbers. We

use the following (flavour of Hungarian) notation: the symbol

G → (κ)·+·
θ

denotes the (Ramsey-theoretic) statement that, for every colouring c : G −→ θ, there exists a subset

X ⊆ G with |X| = κ and X +X monochromatic, where we define

X +X = {x+ y
∣∣x, y ∈ X} = {x+ y

∣∣x, y ∈ X are distinct} ∪ {2x
∣∣x ∈ X};

the notation G ↛ (κ)·+·
θ will of course denote the negation of G → (κ)·+·

θ . An old 1974 problem of

J. Owings [7] asks whether N −→ (ℵ0)
·+·
2 . It is relatively easy to obtain a 3-colouring witnessing

that N ↛ (ℵ0)
·+·
3 ; N. Hindman [1] has obtained a stronger result where the relevant 3-colouring

has the property that one of the colour classes has density 0.1 Surprisingly, Owings’s original

problem remains open. It is worth noting that the analogous questions where one requires the

monochromatic set to only contain elements of the form 2x, or only elements x+ y for x ≠ y, are
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1In fact, N. Hindman’s construction from [1] characterizes, in a sense, how small can a colour class of an arbitrary
3-colouring be while witnessing the same negative statement.
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easy to answer in the positive (the first one is the pigeonhole principle and the second one follows

directly from Ramsey’s theorem). So the main combinatorial difficulty in all Owings-like questions

is the combination arising from simultaneously considering both kinds of elements in our desired

monochromatic set.

Another recent line of inquiry considers Owings type questions for other infinite groups2, especially

the additive group of the real numbers R. Hindman, Leader and Strauss [2] showed that it is

consistent to have a finite θ such that R ↛ (ℵ0)
·+·
θ (more concretely, if |R| = ℵn then one can take

θ = 9 · 24+n); on the other hand, Leader and Russell [6] proved that, if V is any Q-vector space

of dimension at least ℶω, then V → (ℵ0)
·+·
θ for every finite θ. A natural question that arises after

consideration of these results is whether one can consistently show a positive result for the real line.

Such a result was established by Komjáth, Leader, Russell, Shelah, D. Soukup, and Vidnyánszky [4],

who established that, if the existence of an ω1-Erdős cardinal is consistent, then so is the statement

that R −→ (ℵ0)
·+·
θ holds for every finite θ. Later on, J. Zhang [10] removed the need for using large

cardinals in the previous result, showing that it is consistent to have |R| = ℵω+1 and R −→ (ℵ0)
·+·
θ

for every finite θ; furthermore, in that paper the statement R −→ (ℵ0)
·+·
2 is shown to be a ZFC

theorem.

As can be seen from the previous summary, questions about the statement G −→ (κ)·+·
θ have been

studied extensively for infinite κ and finite θ; in this setting, some surprising results have been

obtained, while at the same time many questions remain open. In this paper we set to study the

remaining combinations of κ and θ. Section 2 deals with the case where both κ and θ are assumed

to be finite; we obtain a characterization of those groups G for which G −→ (κ)·+·
θ holds regardless

of the (finite) values of κ, θ. Although a big part of the proof of this characterization relies on known

theorems, or on standard adaptation of known techniques, there is at least one case where new ideas

were needed. In Section 3 we study the case where both κ and θ are infinite, and obtain a negative

answer for all groups. While this result is not surprising and the proof is not groundbreaking, we

include the main ideas for completeness. Finally, in Section 4—the main section—we tackle the case

where θ is infinite but κ is finite; in this case we obtain a mixed bag (where the result is positive for

some groups but negative for others). We were unable to obtain a complete characterization like

the one in Section 2, but we do obtain examples of groups where the answer is positive and a class

2In this paper, all groups will be Abelian and will be written in additive notation, i.e., + denotes the group operation,
−x denotes the inverse of the element x, and 0 denotes the identity element.
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of groups where it is negative. Our results suggest that, in order to fully characterize the groups

satisfying this Ramsey-theoretic property, some relevant information might be gathered from the

cardinalities of the groups {x ∈ G
∣∣4x = 0} and/or G/{x ∈ G

∣∣2x = 0}.
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2. Finitely many colours, finite monochromatic sets

The main result of this section is a characterization of those groups satisfying G → (n)·+·
r for all

finite n and r. We will be terse in our presentation in order to avoid excessive detail in routine

calculations.

The first easy observation one can make is that Boolean groups G must satisfy G ↛ (2)·+·
2 , as

can be seen simply by giving one colour to 0 and the other to the remaining elements of G, since

2x = 2y = 0 and x+ y ≠ 0 whenever x, y are distinct elements of such a G. Our characterization is

closely related to this observation.

Theorem 1. Let G be an Abelian group. Define G2 = {g ∈ G
∣∣2g = 0} and 2G = {2g

∣∣g ∈ G}.

Then, the following conditions are equivalent:

(1) G → (n)·+·
r for all finite n, r,

(2) G/G2 is infinite,

(3) 2G is infinite.

In order to present the proof, we will utilize three preliminary lemmas, the proofs of which are

mostly routine but we include at least the main ideas of each for the convenience of the reader.

Lemma 2. Let G be an abelian group such that G2 = {g ∈ G
∣∣2g = 0} is finite of cardinality n.

Then, for any c, d ∈ G, the equation 2x = c has at most n solutions, and the equation 4y = d has at
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most n2 solutions (in particular, the number of elements of order 4 in G is at most n2, as they are

contained within the solutions of the equation 4x = 0).

Proof. Given a c ∈ G, either the equation 2x = c has no solutions, or admits at least one solution x0.

A routine calculation shows that any other solution must differ from x0 by an element of order two,

and so there are at most n solutions. On the other hand, given a d ∈ G notice that any solution y0

to the equation 4y = d is also a solution of the equation 2x = c0, where c0 = 2y0 is a solution of

2x = d. Hence there are at most n possible values for c0, and for each of these there are at most n

possible values for y0, yielding at most n2 possible solutions overall for the equation 4y = d. □

Lemma 3. Let G be an infinite group with only finitely many elements of order 2. Then, there

exists a sequence of elements of G, (gn
∣∣n ∈ N), with the property that, whenever there is an equality

n∑
i=1

εigki =
m∑
j=1

δjglj

where k1 < · · · < kn, l1 < · · · < lm, and εi, δj ∈ {1, 2, 4}, then it must be the case that n = m,

ki = li for all i ∈ {1, . . . , n}, and εi = δi for all i < n.

Proof. If there is an a ∈ G of infinite order, then the sequence gn = na satisfies the given condition.

So we assume that G is a torsion group with finitely many elements of order 2. Then there are also

finitely many elements of order 4 by Lemma 2. Let g0 ∈ G be any element such that o(g0) /∈ {1, 2, 4}.

Recursively pick gn ∈ G \Hk, where Hk = ⟨gi | i < k⟩ is the subgroup generated by the gi (i < k),

such that gn is not a solution to any equations 2x = c, 4x = c for c ∈ Hk (this can be done by

Lemma 2 and the fact that Hk is finite). In other words, {gn, 2gn, 4gn} ∩Hk = ∅. This defines the

sequence (gn | n ∈ N). The desired conclusion stems from the fact that, given any equation

n∑
i=1

εigki =
m∑
j=1

δjglj

as in the statement of the lemma, one can always cancel equal terms on both sides and, should

any terms still survive, move the term with highest index to one side of the equation and the

remaining terms to the other side. This way we get an equation where one of gn, 2gn, 4gn equals

some combination of the previous gk, contradicting the choice of gn. □
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In order to handle expressions like the one considered in the previous paragraph, we introduce the

following notation: given a finite sequence of integers ε⃗ = (ε1, . . . , εm), and a finite sequence of

group elements g⃗ = (g1, . . . , gn), the notation ε⃗ ∗ g⃗ will denote the element

(1) ε⃗ ∗ g⃗ =

min{n,m}∑
i=1

εigi.

Lemma 4. Let G be a group such that 2G = {2g
∣∣g ∈ G} has infinitely many elements of order

2. Define ε0 = 3, ε1 = 1, δ0 = 0, δ1 = 2 and, for a function h : {1, . . . , n} −→ {0, 1}, denote

ε⃗h = (εh(1), . . . , εh(n)), and similarly for δ⃗h. Then, there exists a sequence of elements z⃗ = (zn
∣∣n ∈ N)

such that, for any choice of distinct indices i1, . . . , in, j1, . . . , jn ∈ N, and for any two functions

f, g : {1, . . . , n} −→ {0, 1}, we have that ε⃗f ∗ (zi1 , . . . , zin) + δ⃗f ∗ (zj1 , . . . , zjn) = ε⃗g ∗ (zi1 , . . . , zin) +

δ⃗g ∗ (zj1 , . . . , zjn) if and only if f = g.

Proof. First pick elements g0, g1, . . . ∈ 2G by recursion in such a way that each gn has order 2 and

does not belong to the subgroup generated by the previous gk, k < n. Now for each n let zn be

such that 2zn = gn.

We now prove that the zn are as required. In the nontrivial direction, proceed by induction on n.

For n = 1, the only way (up to symmetry) we can have two distinct functions f, g : {1} −→ {0, 1} is

by having f(1) = 0 and g(1) = 1. Then the equation ε⃗f ∗ (zi1) + δ⃗f ∗ (zj1) = ε⃗g ∗ (zi1) + δ⃗g ∗ (zj1)

amounts to 3zi1 + 0zj1 = 1zi1 + 2zj1 , which readily implies gi1 = 2zi1 = 2zj1 = gj1 , contradicting

our choice of gk. Now suppose that the result is true for each k < n, with n ≥ 2. Suppose we have

pairwise distinct indices i1, . . . , in, j1, . . . , jn and two functions f, g : {1, . . . , n} −→ {0, 1} such that

ε⃗f ∗ x⃗+ δ⃗f ∗ y⃗ = ε⃗g ∗ x⃗+ δ⃗g ∗ y⃗. If there is at least one k ∈ {1, . . . , n} such that f(k) = g(k), then we

can cancel out the terms εf(k)zik + δf(k)zjk from both sides of the equation, and use the inductive

hypothesis to conclude that f = g. So we may assume that f(k) ̸= g(k) for all k ∈ {1, . . . , n}. This

means that, for each k, one of the sides of the equation contains the term 3zik , and the other side

contains the terms zik + 2zjk . Hence, by simply subtracting zi1 + · · · + zin to both sides of the

equation, we obtain an equation of the form

∑
k∈F

2zik +
∑
i∈G

2zjk =
∑
k∈F

2zjk +
∑
i∈G

2zik ,
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where F,G are two disjoint sets such that F ∪G = {1, . . . , n}. Since each gk = 2zk, we have obtained

an equation where the gk with largest index can be moved to one side of the equation, and all

remaining terms to the other side. But then some gn equals a combination of the previous gk, a

contradiction. □

We are now ready for the proof of the main result of this section.

Proof of Theorem 1. Note that points (2) and (3) are easily seen to be equivalent by considering the

group morphism g 7−→ 2g. This morphism has image 2G and kernel G2, so by the first isomorphism

theorem there is an isomorphism between G/G2 and 2G; in particular, these two sets are equipotent.

Let us now prove that (1) implies (3). Suppose 2G is finite, say 2G = {h0, . . . , hk−1}. Define

c : G −→ k + 1 by

c(g) =


i, if g = hi;

k, if g /∈ H

If there were two distinct x, y ∈ G such that {x, y}+{x, y} = {2x, 2y, x+y} was monochromatic, we

would need to have 2x = 2y since 2x, 2y ∈ 2G and c is injective in 2G. This implies that x+ y ∈ 2G

also, and 2x = 2y = x+ y, hence x = y, a contradiction.

The rest of the proof, devoted to show that (3) implies (1), splits into three cases, which we present

in increasing order of difficulty (the first two cases are fairly routine).

The first case is when the infinite group 2G contains an element of infinite order g. In this case, g

generates a subsemigroup isomorphic to N. Since the statement N −→ (n)·+·
r holds for all finite n, r

(for a proof see e.g. Hindman [1, Theorem 2.1], although Hindman himself attributes this result to

R. Rado and W. Deuber), it follows that G → (n)·+·
r .

The second case is when the (infinite) group 2G is a torsion group, and contains only finitely many

elements of order 2. In this case, we use Lemma 3 to obtain a sequence of elements gn such that each

g ∈ G of the form
∑n

i=1 εigki , with k1 < · · · < kn and εi ∈ {1, 2, 4}, can be represented uniquely as

such an expression on the gn. Having this sequence in hand, one just needs to follow the main idea

from the main theorem (Theorem 2.2) in [6]: consider the patterns given by ε⃗i = (4, . . . , 4︸ ︷︷ ︸
r−i times

, 2, . . . , 2︸ ︷︷ ︸
2i times

)
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for i ∈ (r + 1), define a new colouring d of 2r-tuples of natural numbers by

d(n1, . . . , n2r) = (c(ε⃗0 ∗ (gn1 , . . . , gn2r)), c(ε⃗1 ∗ (gn1 , . . . , gn2r)), . . . , c(ε⃗r ∗ (gn1 , . . . , gn2r))),

use Ramsey’s theorem [8] to get an infinite Y ⊆ N such that [Y ]2r is d-monochromatic, say on colour

(t0, . . . , tr), and pigeonhole the t to get two patterns, ti and tj , of the same colour. Then, defining

xk = 2ga1 + · · ·+ 2gar−j + 2gb(k−1)(j−i)+1
+ · · ·+ 2gbk(j−i)

+ gc1 + · · ·+ gc2i ,

where the bk vary and lie between the ak and the ck, one obtains the set X = {xk
∣∣k ∈ {1, . . . , n}}

satisfying that X +X is c-monochromatic. The details are best left to the reader.

Finally, in the case where 2G contains infinitely many elements of order 2, we take a sequence

(zn
∣∣n ∈ N) and define ε0, δ0, ε1, δ1 as in Lemma 4. Given a finite colouring c we define a colouring d

on n-tuples of natural numbers by letting d(k1, . . . , kn) = c(2zk1 + · · ·+ 2zkn). Ramsey’s theorem

provides us with an infinite Y ⊆ N such that [Y ]n is d-monochromatic, say on colour l. Pick

2n distinct indices i1, . . . , in, j1, . . . , jn ∈ Y and, for each f : {1, . . . , n} −→ {0, 1}, define xf =

ε⃗f ∗ (zi1 , . . . , zjn) + δf ∗ (zj1 , . . . , zjn). The choice of zn ensures that the xf are mutually distinct;

moreover, for two distinct f, g : {1, . . . , n} −→ {0, 1}, we have

2xf = 2zi1 + · · ·+ 2zin ,

xf + xg = 2zt1 + · · ·+ 2ztn ,

where tk = ik if f(k) = g(k), and tk = jk if f(k) ̸= g(k). This implies c(2xf ) = c(xf+xg) = l, so X =

{xf
∣∣f : {1, . . . , n} −→ {0, 1}} contains 2n elements and satisfies that X+X is c-monochromatic. □

The idea used in the last case of the previous proof will be used again in Proposition 7.

3. Infinitely many colours, no infinite monochromatic set

The main result of this section is that G ↛ (ℵ0)
·+·
ℵ0

for all abelian groups G. Although most of the

proof involves routine ideas, we include it here for the convenience of the reader.

We begin by recalling the useful fact that every Abelian group can be embedded in a direct sum⊕
α<κGα, where each Gα is a copy of either Q, or a Prüfer group Z[p∞] for some prime number

p (for details see e.g. [9, Th. 9.23 and 9.14]); furthermore if G is uncountable then the index set
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κ of the direct sum can be assumed to be |G|. Hence each element of a group can be thought

of as a member of some such direct sum; in order to uniformize notation and not worry about

the precise nature of the summand Gα, we will use the symbol3 G = Q[
√
2]/Z and hence think of

each uncountable (Abelian) group G as a subgroup of
⊕

α<κG, where κ = |G|. Given an element

g = (gα
∣∣α < κ) ∈ G, we define the support of g by supp(g) = {α < κ

∣∣gα ̸= 0}. With these tools, we

now prove the main result of the section.

Theorem 5. For every group G, there exists a colouring c : G −→ C, with C countably infinite,

such that for every infinite subset X ⊆ G the set X +X is not monochromatic.

Proof. Since the result is obvious for a (finite or infinite) countable G (simply give each element

of G a different colour), it suffices to consider the case G =
⊕

α<κG, where κ is an uncountable

cardinal (note that the relevant property is inherited to any subgroup H ≤ G). Let C be the set of

finite sequences of nonzero elements of G, and (noting that C is countable) define the colouring

c : G −→ C by the formula

c(gα
∣∣α < κ) = (gα1 , . . . , gαm),

where α1, . . . , αm are the elements of supp(g) enumerated increasingly. In other words, c(g) is the

(finite) sequence of nonzero entries of g.

Suppose that X ⊆ G is an infinite set such that X+X is c-monochromatic, say on colour (x1, . . . , xn).

Given two distinct elements g, h ∈ X, we note that supp(g)△ supp(h) ⊆ supp(g + h) ⊆ supp(g) ∪

supp(h), and so | supp(g)△ supp(h)| ≤ n. Moreover, | supp(g)| ≤ | supp(h)|+ | supp(g) \ supp(h)| ≤

| supp(h)| + | supp(g) △ supp(h)| ≤ | supp(h)| + n. This implies that the set of natural numbers

{| supp(g)|
∣∣g ∈ X} is bounded by n+ | supp(h)| where h ∈ X is any fixed element, therefore, by the

pigeonhole principle, we may assume that all elements of X have supports of some fixed cardinality

s; suppose furthermore that s is as small as possible. Note that, if (y1, . . . , ys) is the sequence of

nonzero elements of some g ∈ X, then for each i ≤ s it must be the case that 2yi equals either 0, or

some xj for j ≤ n. By Lemma 2, each equation 2y = x for a fixed x has at most two solutions in T

(T has exactly one element of order 2), and hence there are only finitely many (at most 2s) possible

choices for the sequence (y1, . . . , ys). So again by the pigeonhole principle we further assume that

3Note that G is a countable subgroup of the 1-dimensional torus T = R/Z, in which each Z[p∞], as well as Q, can
be embedded (the Prüfer groups Z[p∞] may in fact be defined as the subgroup of T/Z generated by the equivalence

classes of 1
pn

, where n ranges over all natural numbers, whereas for Q it suffices to consider q 7−→ q
√
2).
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all elements of X have the same sequence (y1, . . . , ys) of nonzero entries. In particular, no two

distinct elements of X can have the same support set, and so {supp(g)
∣∣g ∈ X} is an infinite family

of sets of size s. Hence, by the ∆-system lemma4 [5, p. 107, statement 1], we may assume also that

the supports of elements of X form a ∆-system, say with root R ⊆ κ. Further applications of the

pigeonhole principle allow us to assume that the sequence of R-entries (gα1 , . . . , gαr) (where r = |R|

and α1 < . . . < αr are the elements of R) is constant across X.

We claim that for each α ∈ R, it must be the case that α ∈ supp(g+h) for any two g, h ∈ X. If not,

then we must have gα + hα = 0, but since we are assuming gα = hα this implies either gα = hα = 0,

a contradiction, or gα = hα = 1
2 . However, this allows us to “ignore” the α-th entry: for each g ∈ X,

let g̃ denote the element with the same entries as g, except in the α-th entry, where g̃α = 0. Then

the set X̃ = {g̃
∣∣g ∈ X} is another infinite set, with X̃ + X̃ monochromatic (in the same colour as

X +X) and all elements g̃ satisfying | supp(g̃)| = s− 1, contradicting the minimality of s. Hence,

this second case also leads to a contradiction, and we conclude that 2gα = 2hα = gα + hα ̸= 0.

Therefore, R = supp(g)∩supp(h) ⊆ supp(g+h), which implies that supp(g+h) = supp(g)∪supp(h).

This itself is a contradiction, as it implies n = |c(g + h)| = | supp(g + h)| = r + 2(s − r), while

simultaneously n = |c(2g)| = | supp(2g)| ≤ | supp(g)| = s, since supp(2g) ⊆ supp(g). The last two

(in)equalities show that 2s− r ≤ s, implying s ≤ r and so any two elements of X must have the

same support, which we had already established as impossible. □

4. Infinitely many colours, finite monochromatic sets

This is the section containing the two main results of the paper, as these are the ones whose proof

does not consist of routine computations. Unlike in Section 2, we were unable to exactly characterize

the groups satisfying the statement G → (κ)·+·
θ (for infinite κ and θ); however, we have a sufficient

condition for this to fail as well as an example where it holds.

Theorem 6. Let G be a group satisfying one of the following properties:

(1) either G is countable, or

(2) G is a torsion group without elements of order 4, or

(3) G has no elements of order 2.

4Also known as the sunflower lemma. For a proof, see [5, p. 421].
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Then G ↛ (2)·+·
ℵ0

Proof. The case where G is countable is straightforward (simply give a different colour to each

element of G, as we did in the proof of Theorem 5), so we begin by assuming that G is uncountable,

and thus a subgroup of
⊕

α<κG where κ = |G|. If C is the (countable) set of finite sequences of

nonzero elements of G, we define c : G −→ C by letting c(g) be the (finite) sequence of nonzero

entries of g.

Suppose there were two distinct elements g = (gα
∣∣α < κ), h = (hα

∣∣α < κ) such that {g, h}+{g, h} =

{2g, 2h, g + h} were c-monochromatic. We begin by showing that we can assume that none of the

entries gα, hα has order 4. In case G is a torsion group without elements of order 4, simply note that,

in case some gα had order 4, there would be some integer multiple of g of order 4, contradicting

the hypothesis about G. If, on the other hand, G (is not necessarily a torsion group, but it) lacks

elements of order 2, we argue as follows: suppose that some entries of g, or of h, have order a power

of 2, and let k be sufficiently large that both 2kg and 2kh are still nonzero, but do not have any

entry left with order a power of 2 (such a k exists because, by hypothesis, the orders of g and h

cannot be powers of 2, and they only have finitely many nonzero entries). If 2kg = 2kh, then either

g − h is zero, or an element whose order divides 2k; the assumption that G lacks elements of order

two makes the latter case impossible, and hence we must have g = h, a contradiction. Therefore

2kg ̸= 2kh and the set {2(2kg), 2(2kh), 2kg + 2kh} still is c-monochromatic.

So we may assume that there exist two distinct elements g = (gα
∣∣α < κ), h = (hα

∣∣α < κ) such that

none of the entries gα, hα has order 4, and furthermore the set {2g, 2h, g + h} is c-monochromatic,

say on colour (x1, . . . , xn). We show, by induction on α, that gα = hα for all α < κ, hence g = h,

leading us to a contradiction.

Suppose, then, that gξ = hξ for all ξ < α. If gα = hα = 0 we are done, so assume without loss

of generality that gα ̸= 0. If hα = 0, then the value gα is one of the non-zero entries of g + h,

and so there is an i ≤ n such that xi = gα. Since c(g + h) = c(2g), the element 2g has the exact

same sequence of non-zero entries as g + h, so there must be some gβ, with β ≥ α, such that

2gβ = xi = gα. This implies in particular that o(gα) ̸= 2, since otherwise gβ would have order 4, a

contradiction. Hence 2gα ̸= 0 and so 2gα is the i-th nonzero entry of both 2g and g + h, implying

that 2gα = gα + hα, and therefore hα = gα ̸= 0.
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From the previous paragraph, we can conclude that both gα and hα are nonzero. One possibility is

that gα = hα = 1
2 , in which case we are done; so we may assume without loss of generality that

o(gα) ̸= 2. Then, again, this means that 2gα ̸= 0 and therefore xi = 2gα = gα + hα, implying

that gα = hα. In all of the possible cases we have been able to conclude that gα = hα, and we are

done. □

It is unclear to the authors if simply requiring that G lacks elements of order 4 (cf. question 8) is

enough to ensure that G ↛ (2)·+·
ℵ0

. For example, within the group (Z/4Z)× (Z/4Z)× Z, consider

the subgroup G generated by {(1, 0, 1), (2, 0, 0), (0, 2, 0)}, which contains elements of order 2 but

lacks elements of order 4. The elements g = (1, 0, 1) and h = (3, 2, 1) both belong to G and are such

that the set {2g, 2h, g + h} is monochromatic for the colouring described in the proof of Theorem 6.

However, G is isomorphic to G̃ = Z×(Z/2Z)×(Z/2Z), and G̃ does not contain two distinct elements

g, h such that {2g, 2h, g + h} is monochromatic for said colouring. So it is possible that, in order

to establish a more general result, one might need to carefully choose the embedding of G into⊕
G.

To finish the paper, we exhibit an uncountable group with lots of elements of order 4 for which the

positive result follows. Recall that the cardinal numbers ℶα(θ) are defined recursively by ℶ0(θ) = θ,

ℶα+1(θ) = 2ℶα(θ), and ℶα(θ) = sup{ℶξ(θ)
∣∣ξ < α} if α is a limit ordinal.

Proposition 7. Let θ be an arbitrary infinite cardinal. Let κ = ℶω(θ), and consider the group

G =
⊕

α<κ(Z/4Z). Then, for every finite n, we have G → (n)·+·
θ .

Proof. In order to fix notation, denote by eα the element of G whose α-th entry equals 1, with all

other entries equal to 0. Hence each element of G is a finite Z-linear combination of the eα. Fixing

an n ∈ N, we define ε0 = 1, δ0 = 2, ε1 = 3, δ1 = 0, and we proceed to define 2n finite sequences of

integers of length 2n, as follows: for each f : {1, . . . , n} −→ {0, 1} let

s⃗f = (εf(1), δf(1), . . . , εf(n), δf(n)).

Given an arbitrary colouring c : G −→ θ, we define another colouring d : [κ]n −→ θ by

d(α1, . . . , αn) = c(2eα1 + · · ·+ 2eαn)
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whenever α1 < · · · < αn. By the Erdős–Rado theorem [3, Theorem 9.6], there exists an infinite set

Y such that [Y ]n is d-monochromatic, say on colour k. Pick 2n distinct elements α1, . . . , α2n ∈ Y ,

with α1 < · · · < α2n, and for each f : {1, . . . , n} −→ {0, 1} let xf = s⃗f ∗ α⃗, where α⃗ = (α1, . . . , α2n).

The reader will gladly verify that, if f, g : {1, . . . , n} −→ {0, 1} are distinct, then

2xf = 2eα1 + 2eα3 + · · ·+ 2eα2n−1 ,

xf + xg = 2eα1+i0
+ 2eα3+i1

+ · · ·+ 2eα2n−1+in
,

where ij = |f(j)− g(j)|, so that

c(2xf ) = d(α1, α3, . . . , α2n−1) = k

and

c(xf + xg) = d(α1+i0 , α3+i1 , . . . , α2n−1+in) = k.

Hence if we let X = {xf
∣∣f : {1, . . . , n} −→ {0, 1}}, then |X| = 2n and X +X is monochromatic in

colour k. Since the values of 2n, as n varies, can be arbitrarily large, the conclusion is that one can

get such sets X of any possible finite size, and we are done. □

Note, in particular, that for every colouring of the group from Proposition 7 there are arbitrarily

large (but finite) subsets X such that X +X is monochromatic. For a fixed size of the required

monochromatic set, however, it is very likely that the group from the previous proposition is

overkill in terms of size. For example, upon fixing n and θ, one only needs to take κ = ℶn(θ)
+

for the argument in the proof of Proposition 7 to work and be able to obtain a monochromatic

set X +X with |X| = 2n (the key point here being the application of the Erdős–Rado theorem).

Obtaining more precise information along this lines seems to be an interesting question that we

leave open.

Question 8. 5Let G be an uncountable group without elements of order 4. Is it the case that

G ↛ (2)·+·
ℵ0

?

5Added in print: This question has now been answered, in the affirmative, by I. Leader and K. Williams
(arXiv:2407.03938).
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Question 9. Is it possible to characterize (in terms of |G|, |G2|, |G4| and/or possibly |G/G2|, where

Gd = {x ∈ G
∣∣dx = 0}) precisely those Abelian groups G satisfying (whether for all n, or for some

specific one) G → (n)·+·
θ ?
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